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Abstract—Gradient methods, such as gradient descent, are
widely deployed to train optimization-based models in machine
learning. To train such models on a large dataset, the dataset
is commonly split into multiple partitions which are trained
on different workers. In order to tolerate stragglers, existing
techniques either use gradient coding (GC) to recover the full
gradients from a certain number of workers or recover gradients
partially from an arbitrary number of workers. In this paper,
we propose ignore-straggler gradient coding (IS-GC) that allows
GC to tolerate an arbitrary number of stragglers. Compared
to approximated gradient descent, IS-GC can recover more
gradients when there is the same number of stragglers. We design
a graph-based model to decode coded gradients from an arbitrary
number of stragglers, and prove that it can maximize the recovery
of gradients. We apply IS-GC on fractional repetition (FR)
and cyclic repetition (CR), two representative dataset placement
schemes of GC. We also propose hybrid repetition (HR) that
generalizes over FR and CR and achieves a flexible trade-off
between FR and CR. With extensive experiments, we demonstrate
that IS-GC can flexibly tolerate an arbitrary number of stragglers
and achieve a low completion time of training.

I. INTRODUCTION

Gradient methods, e.g., stochastic gradient descent (SGD),
include a large family of algorithms that solve optimization
problems by iteratively updating the parameters from gradients
and are widely used in training machine-learning models.
Running gradient methods on a single server, however, can
often be prohibitively slow with a large dataset, as the limited
capacity of one server could become the bottleneck. Therefore,
it has been common to train optimization-based models in a
distributed infrastructure, where gradients on different partitions
of the dataset are evaluated on different servers in parallel.
Specifically, in distributed gradient descent, a dataset D can be
equally split into n partitions, i.e., D1, . . . , Dn. Then the full
gradients g can be computed as the sum of gradients evaluated
on each partition, i.e.,

∑n
i=1 gi. In practice, the n partitions

are stored on n servers called workers, which also compute the
gradients on corresponding dataset partitions. Another server
called master receives gi from each worker and then computes
g to update parameters. Fig. 1(a) illustrates an example of
distributed gradient descent where the dataset is split into 4
partitions, and the master expects to obtain

∑4
i=1 gi to proceed

to the next step. This process will repeat until parameters
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Fig. 1: Examples of techniques for tolerating stragglers in
distributed SGD, with n = 4 workers.

converge. When workers compute the gradients from mini-
batches, the algorithm is known as synchronous SGD.

However, it is well known that workers may become strag-
glers in a distributed infrastructure, resulting in a significant
delay in the computation and/or communication of gradients [1],
[2]. In order to get g, the master needs to wait for the gradients
from all the n workers. Therefore, even one straggler may
significantly delay the progress of the training.

To tolerate s stragglers in synchronous SGD, gradient coding
(GC) was proposed by encoding gradients of c dataset partitions
on each worker [1]. As shown in Fig. 1(b), while we still split
D into 4 partitions, each of them is stored on two of the four
workers. While each worker can now compute the gradients
on two partitions, i.e., c = 2, worker Wi will not send the
gradients on two partitions but their linear combinations. For
instance, the worker W1 sends −g1+g2 to the master. Thus, the
master does not need to wait for the coded gradients from all
the 4 workers but only 3 workers, making it possible to tolerate
one straggler among the 4 workers, i.e., s = 1. In this example,
(−g1 + g2) + (g3 +

1
3g4) + ( 23g4 + 2g1) = g1 + · · ·+ g4 = g.

GC can tolerate at most c− 1 stragglers with the gradients
fully recovered [1]. However, it also leads to restrictions in two
ways. First, when there are more stragglers, the master cannot
recover any gradients. Second, if the number of stragglers is
less than c− 1, the additional coded gradients become useless



toward the recovery of gradients. Such two restrictions are due
to the synchronous nature of GC, which can be easily resolved
by asynchronous SGD.

Asynchronous SGD allows the master to update parameters
immediately after receiving gradients from any single worker.
However, asynchronous SGD has worse performance guaran-
tees than synchronous SGD in terms of its error rate [3],
[4] because of the high variance in the gradients leading
to heavy fluctuations in the objective function. Therefore, a
simple variant of SGD was proposed to achieve a trade-off
between synchronous SGD and asynchronous SGD, which we
name as Ignore-Straggler SGD, or simply IS-SGD [5]. With
IS-SGD, the master can choose to wait for gradients from
an arbitrary number of workers, ignoring the rest of the s
stragglers. Fig. 1(c) illustrates an example of IS-SGD with
s = 2, where g is partially recovered as g1 + g3. IS-SGD
achieves a trade-off between the number of stragglers and the
error in convergence [4], [6]–[9]. However, if some worker
experiences severe or consistently lower performance, IS-SGD
will still make the training biased toward the other dataset
partitions on non-straggling workers.

From the discussion above, we can see there is no solution
so far that can enjoy the advantages of GC and IS-SGD at
the same time, i.e., recovering gradients more completely and
tolerating stragglers more flexibly. The solution we propose
in this paper is Ignore-Straggler Gradient Coding (IS-GC),
combining the benefits of IS-SGD and GC. With IS-GC, the
master can flexibly determine the number of workers to wait
for and recover more gradients than IS-SGD. As shown in
Fig. 1(d), through deploying IS-GC, the master can now recover
g1 + g2 + g3 + g4 with two available workers. Compared to
the IS-SGD in Fig. 1(c), IS-GC fully recovers g. Meanwhile,
compared to the GC, IS-GC releases the constraint of the
number of tolerable stragglers, which is c− 1 = 1 in Fig. 1(b),
for a full recovery of gradients. In other words, IS-GC may
flexibly tolerate more stragglers than GC.

In this paper, we present the coding frameworks of IS-GC
for two representative schemes of data placements, fractional
repetition (FR) and cyclic repetition (CR). To maximize
the recovery of gradients, we analyze the conflict property
among workers in each scheme of data placement, since
coded gradients from different workers may be conflicted. For
example, in Fig. 1(d), W1 is in conflict with W2 since both of
them provide g2. Therefore, we propose a model of conflict
graph that describes the conflicts among all workers. Based
on the conflict graph, we deliberately design the decoding
algorithms that are proven to maximize the recovery of
gradients with an arbitrary number of available workers.

We demonstrate that FR recovers more gradients while CR
allows more flexible choices of parameters. Hence, we further
propose hybrid repetition (HR) by generalizing FR and CR
and achieving the benefits of both. In other words, HR can
recover a similar number of gradients as FR while allowing
flexible choices of parameters as CR.

II. RELATED WORK

To mitigate stragglers in distributed computing based on
gradient methods, Harlap et al. proposed FlexRR which detects
stragglers and avoids stragglers by dynamic workload re-
assignment [10]. On the other hand, techniques based on
replication have been proposed where the same task can be
replicated on multiple workers [11]. As replication significantly
increases the resource overhead, coding-based methods were
proposed where the dataset is encoded to create coded tasks and
the master decodes the results from a subset of coded tasks [2],
[12]–[15]. However, such methods can only be applied on
linear operations in the model.

To apply coding to tasks with general models, gradient
coding (GC) was proposed where coding is not applied on the
dataset but on the gradients. Random coding [1], cyclic MDS
codes [16], and Reed-Solomon codes [17] have been applied
to construct GC. Ye and Abbe [18] proposed communication-
efficient GC where coding is applied not only among gradients
but also within elements of gradient vectors, to reduce the
amount of data transferred from workers to the master. While
conventionally gradients on multiple dataset partitions are
encoded into one single vector with GC, gradients can also be
encoded into multiple vectors in order to utilize the resources
on stragglers [19]–[21].

GC was originally designed for synchronous SGD, which
recovers

∑n
i=1 gi. Hence, GC can only mitigate a limited

number of stragglers, and requires more dataset partitions on
each worker to tolerate more stragglers. In practice, however,
gradients often do not need to be recovered exactly, and
hence IS-SGD (also known as k-sync SGD or fastest-k SGD)
was proposed where gradients on stragglers can be simply
disregarded [4], [22], [23]. In order to recover more gradients
with more stragglers s or lower storage overhead c, approximate
GC is designed to partially recover the gradients with gradient
coding [5], [20], [24]–[26]. However, such designs trade off
the computation load for a lower l2 error, making it difficult to
analyze and understand its convergence property and error rate.
More importantly, they are all based on synchronous training,
and thus lack the flexibility to tolerate an arbitrary number of
stragglers. In a more closely related work [27], approximate
gradient coding is constructed to recover the sum of gradients
from at least δn dataset partitions, δ ∈ (0, 1). However,
its construction is constrained to specific combinations of
parameters only, and the number of stragglers is still limited.
IS-GC enjoys a very high level of flexibility, with a more
complete recovery of gradients than IS-SGD. We also prove
its convergence property in this paper.

III. BACKGROUND: GRADIENT CODING

Consider a dataset D with samples {(xi, yi)}di=1, xi ∈ Rp
and yi ∈ R. Assume that we aim to train a model by
solving an optimization problem in the form as β∗ =
argminβ∈Rp

∑d
i=1 f(β;xi, yi). To solve this optimization

problem, gradient methods will iteratively update the model
from step to step. For example, in the t-th step, β(t+1) =

β(t) − ηg(t) = β(t) − η
∑n
i=1 g

(t)
i in synchronous SGD.



The original coding scheme of GC was designed for
synchronous SGD, where the master will need to recover∑n
i=1 gi. To tolerate stragglers, the dataset D is split into

n partitions D1, . . . , Dn and placed on n workers, and each
worker stores c dataset partitions. To place dataset partitions
on the n workers, there are two popular placement schemes:
fractional repetition (FR) and cyclic repetition (CR).
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Fig. 2: Examples of FR and CR with n = 4.
FR requires c|n, so the n workers can be split into n/c

groups. In the i-th group, the set of dataset partitions on each
worker is {D(i−1)c+1, D(i−1)c+2, . . . , Dic}. Fig. 2(a) shows
an example of FR with n = 4 and c = 2, where W1 and W2

have D1 and D2, and W3 and W4 have D3 and D4.
CR, however, does not require c|n. With CR, the dataset par-

titions are cyclically placed on each worker. On the i-th worker
Wi, the set of its dataset partitions are {D((j−1) mod n)+1|j =
i, . . . , i + c − 1}, i = 1, . . . , n. For example, if n = 4 and
s = 1, the placements of dataset partitions on the 4 workers
are illustrated in Fig. 2(b).

With a placement scheme, we then need to consider how
each worker should encode its gradients as a linear combination.
As for FR, each worker can simply add up all gradients, as
shown in Fig. 2(a). Hence, workers in the same group will
send the same coded gradients to the master. Since there are c
workers in each group, we can recover the sum of gradients in
all groups when there are no more than s = c− 1 stragglers.

As for CR, the construction of its coding scheme is more
non-intuitive, so we only demonstrate one example in Fig. 2(b).
In this example, among the coded gradients received from the
four workers, the master can recover g when there is no more
than c − 1 = 1 straggler. Fig. 1(c) shows the same example
with W2 as a straggler. Due to the space limit, we omit the
details of the code construction, which can be found in [1].

The above examples of GC are designed to recover g exactly,
with no more than s stragglers. Although there exist schemes
of approximate GC, they either have different convergence
properties, or still require an upper bound of the number of
stragglers. In the rest of this paper, we will present a framework
that maximizes the recovery of g with an arbitrary number of
stragglers. In other words, the master can recover g (partially)
with any number of workers.

IV. CODING FRAMEWORK AND FRACTIONAL REPETITION

With IS-GC, gradients g can be recovered as ĝ =
∑
i∈I gi,

where I ⊆ {1, . . . , n}, with an arbitrary number of stragglers.
In particular, we aim to maximize |I|. With the same number

of stragglers, the value of I will be larger than IS-SGD as c
can be greater than 1. Note that the value of |I| may vary in
different steps as the number of stragglers also varies. We
aim to guarantee that for any partition, the chance of its
gradients appearing in ĝ equals that of any other partition, if the
performance of each worker is homogeneous and independent.

We first present the general coding framework of IS-GC,
which is independent of the placement scheme. The decoding
algorithms which recover ĝ in IS-GC are different with different
placement schemes. Here, we use FR as an example to
demonstrate the decoding algorithm, thanks to its simplicity.
The decoding algorithms for CR and HR are much more
challenging, which are presented in Sec. V and Sec. VI.

As mentioned in Sec. III, besides the placement, the coding
scheme in GC also determines how workers encode their
gradients. To maintain the flexibility to tolerate an arbitrary
number of stragglers, we ask each worker to simply add up
gradients computed on each dataset partition, regardless of the
placement scheme. In this way, the coded gradients received
from different workers can also be added up so that we can
disregard gradients from any workers. Otherwise, if gradients
are encoded with non-1 coefficients on each worker, they have
to be decoded with coded gradients from some other worker(s),
making it impossible to recover ĝ with an arbitrary subset of
workers. For example, in Fig. 2(b), there is no way to decode the
coded gradients into ĝ from less than 3 workers. We use Di,j to
denote the j-th dataset partitions on Worker Wi, j = 1, . . . , c,
i = 1, . . . , n. With FR, Di,j = Db(i−1)/ccc+j . We also use W
to represent the set of all workers, i.e., W = {W1, . . . ,Wn}.

In every step, each worker computes gradients from their
dataset partitions and uploads the sum of gradients to the master.
The master receives gradients from n− s workers, denoted as
W ′, in each step. Hence, W ′ ⊆ W and |W ′| = n − s. The
master needs to decode such gradients by running a Decode()
function, returning I so that the gradients can be recovered
as ĝ =

∑
i∈I gi. This function varies with different placement

schemes. Note that the number of s can be arbitrarily chosen in
each step. For example, we can set a deadline in each step, and
the master only accepts gradients received before the deadline.
Hence, the number of stragglers may change with time. We
may also choose to receive gradients from fewer workers at the
beginning to save time, and then from more workers afterwards
until convergence to make parameters converge more quickly.

In FR, as dataset partitions are duplicated in each of the
n/c groups, we can only have gradients from one worker
in each group added up. Hence, we only need to count the
number of groups that have at least one worker, and choose one
worker randomly from each of such groups. We summarize this
method in Alg. 1, whose complexity is O(|W ′|). Moreover, if
the possibility of any worker’s gradients being received by the
master is equal to each other, we can see that ∀i ∈ {1, . . . , n},
the chance of i ∈ I equals to each other, too.



Algorithm 1 The Decode() function for FR.

1: for i = 0, . . . , n/c− 1 do
2: Ii =W ′ ∩ {ic+ j|j = 1, . . . , c}
3: Let vi be one random element in Ii
4: end for
5: I = {vi|i = 0, . . . , n/c− 1}
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Fig. 3: Comparisons of decoding coded gradients with CR.

V. CYCLIC REPETITION

A. Conflict Graph

As the FR scheme requires that c|n, CR offers better
flexibility. Compared to FR, the decoding algorithm for CR is
not as straightforward. As shown in Fig. 3(a), if the master has
received g1 + g2 from W1, it cannot be added up with g4 + g1
on W4, or g2 + g3 on W3. However, if the master receives
coded gradients from W2 and W4 after W1, we will disregard
g1 + g2 so that g2 + g3 and g4 + g1 can be added up to be∑4
i=1 gi. In other words, decoding coded gradients by their

received sequence greedily is not optimal.
Given the placement of dataset partitions {Di,j |i =

1, . . . , n, j = 1, . . . , c}, we construct a conflict graph G =
(W,E) reflecting if coded gradients on two workers con-
flict with each other, i.e., if they can be added up. Hence,
W = {Wi|i = 1, . . . , n}, and (Wi,Wj) ∈ E if and only if
coded gradients on Wi and Wj cannot be added up. Fig. 4,
we show two examples of the conflict graphs of FR and CR.
We also prove in Theorem 1 that the conflict graph of CR is a
circulant graph.

W1

W4

W2

W3

W1

W4

W2
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(a) fractional repetition (b) cyclic repetition

Fig. 4: Conflict graphs of the FR and CR schemes with n =
k = 4 and c = 2.

Theorem 1. The conflict graph of CR is a circulant graph
C1,...,c−1
n .

Proof. As Di,j = D((i+j−1) mod n)+1 in CR, j = 1, . . . , c, we
can obtain the conflict graph with general values of n and c.
Coded gradients on a worker Wi can conflict with those on up
to 2(c− 1) other workers. We place all workers sequentially
on a circle, and define d(x, y) is the minimal distance between

Wx and Wy on the circle, either clockwise or counterclockwise.
Hence, d(x, y) = min(|x−y|, n−|x−y|) < c. If d(x, y) < c,
the gradients on Wx and Wy cannot be added up. The reason
is that if d(x, y) < c, we can find z1 and z2 such that Dx,z1 =
Dy,z2 , which is proved as follows.

We first assume that 0 < |x − y| < c. Without loss of
generality (since we can always switch the order of two
workers), we can further assume x < y, i.e., 0 < y − x < c.
Then we can let z1 = c and z2 = c− (y − x) ∈ (0, c). Thus
x+ z1 = y + z2 and Dx,z1 = Dy,z2 .

We then assume that 0 < n−|x−y| < c, and further assume
that x > y without loss of generality. Hence, we have n− c <
x− y < n. If we let z1 = c and z2 = c− (n−x+ y) ∈ (0, c),
then we also have x+ z1 = y + z2.

On the other hand, if d(x, y) ≥ c, i.e., c ≤ |x−y| ≤ n−c. If
we assume that there exist z1 and z2, such that Dx,z1 = Dy,z2 ,
then we either have x+z1 = y+z2, or x+z1 = (y+z2−1) mod
n+1. In the first case, we have |z2− z1| = |x−y| ≥ c, which
is impossible since 1 ≤ z1, z2 ≤ c. In the second case, since
(y+ z2−1) mod n+1 = y+ z2−1−n+1 = y+ z2−n, we
have |z2 − z1 − n| = |x− y| ≤ n− c. This is also impossible
since 1− c− n ≤ z2 − z1 − n ≤ c− 1− n.

Based on the graph model above, we can see that the
conflict model directly reflects how we can add up received
coded gradients, i.e., when they are from workers that are not
connected in the conflict graph. In other words, when we receive
coded gradients from W ′, we can then construct an induced
subgraph of G, denoted as G[W ′]. In order to maximize
|I|, we can see that it is equivalent to finding the maximum
independent set of G[W ′], as there are no two vertices in an
independent set adjacent to each other. Since each worker has c
dataset partitions, we will get the maximum number of |I| from
the maximum independent set, which equals to α(G[W ′]) · c
where α(G[W ′]) denotes the independence number of G[W ′].
Although solving the maximum independent set problem in
general is well known to be strongly NP-hard [28], there exists
special graphs where their maximum independent set can be
found with a polynomial-time complexity [29]–[32]. Below,
we demonstrate that the maximum independent set in CR can
be found with a linear time complexity.

B. Decoding Algorithm

Based on the analysis above, we now present the DECODE()
function for CR in Alg. 2. In general, we search for the maximal
independent set greedily, starting from a random vertex of the
conflict graph G (Line 4-12). Theorem 2 proves that a maximal
independent set can always be found. However, such a greedy
search does not guarantee to find a maximum independent set.
In Fig. 4(b), for example, assume that we receive gradients
from workers W1, W2, and W3. Starting from W1 we can find
a maximum independent set {W1,W3}, while we can only
have a maximal independent set {W2} if the search starts from
W2. Therefore, we choose the starting vertex clockwise by at
most c vertices (Line 3), and at least one maximal independent
set must be a maximum independent set (see Theorem 3).



Theorem 2. The greedy search in Line 4-12 can always find
a maximal independent set.

Proof. Assuming that we can find a maximal independent set
of size m by starting the search from Wi, we prove that any
independent set containing Wi is not larger than m. We write
the vertices in the maximal independent set as {Wi1 , . . . ,Wim}
where i1 = i. Meanwhile, d(Wil ,Wil+1

) ≥ c, l = 1, . . . ,m−1.
We assume that there exists an independent set that includes
more than m vertices, i.e., {Wj1 = Wi, . . . ,Wj′m

}, m′ > m.
Since i1 = j1, we have d(i1, i2) ≤ d(j1, j2), or Wi2 will have
no chance to be chosen in Line 10. Furthermore, if d(j2, j3) ≥
c, then d(i2, j3) ≥ d(j2, j3) ≥ c. Hence, d(i1, i3) ≤ d(j1, j3),
or Wi3 will still not be chosen in Line 10. We keep applying
the previous step, so d(i1, il) ≤ d(j1, jl), l = 2, . . . ,m. Since
d(jm, jm+1) ≥ c, we also have d(im, jm+1) ≥ d(jm, jm+1) ≥
c, so we can at least apply Line 10 once more, even if the
maximal independent set has been found by Alg. 2. Therefore,
any independent set that includes Wi will have no more than
m vertices.

Theorem 3. One maximum independent set exists among at
most c maximal independent sets found by the greedy search
in Alg. 2.

Proof. We can see in Line 3, the greedy search will be
performed from at most c starting vertices. Hence, we prove
that among vertices in Ŵ =W ′∩{(u+v−1) mod n+1|v =
0, . . . , c−1}, there exists a maximum independent set covering
at least one of such vertices.

If there is only one vertex in the maximum independent set,
the proof is trivial as we can choose any vertex which will
become a maximum independent set.

Algorithm 2 Decode() function for the CR scheme.

1: I = ∅
2: Let u be a random vertex in W ′

3: for i ∈ W ′ ∩ {(u+ v − 1) mod n + 1|v = 0, . . . , c − 1}
do

4: I ′ = {i}
5: i0 = i
6: while j = 1, . . . , n− 1 do
7: next = (i0 + j − 1) mod +1
8: if next ∈W ′ and d(i0, next) ≥ c and d(next, i) ≥ c

then
9: i0 = next

10: I ′ = I ′ ∪ {next}
11: end if
12: end while
13: if |I ′| > |I| then
14: I = I ′

15: end if
16: end for

As Alg. 2 can find at least one maximum independent set
by at most c searches, and the complexity of the greedy search
is O(|W ′|/c), the complexity of Alg. 2 is O(|W ′|). We can

further save its complexity by starting the search from isolated
vertices. Moreover, as vertices are isolated independently with
an equal chance, gradients on each worker still have an equal
chance to be added into ĝ eventually.

C. Tradeoff between FR and CR

Despite FR and CR sharing the same upper and lower bounds
of α(G[W ′]), we also find that α(G[W ′]) in FR is expected
to be higher than CR.

Considering an instance of the CR scheme with given n and
c, we denote its conflict graph as GCR(n,c) = (W,ECR(n,c)).
Similarly, We use GFR(n,c) = (W,EFR(n,c)) to denote the
conflict graph of the FR scheme with given n and c, c|n.
Although CR offers higher flexibility in terms of the value of
c, we show that FR can recover more gradients by Theorem 4.

Theorem 4. EFR(n,c) ⊂ ECR(n,c) ⊂ · · · ⊂ ECR(n,n).

Proof. If (Wi,Wj) is an edge in GCR(n,c), we have d(i, j) <
c < c+1, so it is also an edge in GCR(n,c+1), i.e., ECR(n,c) ⊂
ECR(n,c+1).

Given an edge (Wi,Wj) in GFR(n,c), where we assume
i < j without loss of generality, there exists a positive integer
l such that c(l − 1) + 1 ≤ i < j ≤ cl. Hence, d(i, j) ≤
j− i ≤ c, and thus (Wi,Wj) is also an edge in GCR(n,c), i.e.,
EFR(n,c) ⊂ ECR(n,c). Summarizing the two properties above,
we have EFR(n,c) ⊂ ECR(n,c) ⊂ · · · ⊂ ECR(n,n).

When the master receives coded gradients from workers
in W ′ where W ′ ⊆ W . From the property above, we
know that GFR(n,c)[W

′] is also a subgraph of GCR(n,c)[W
′],

and thus also has a higher independence number, i.e.,
α(GFR(n,c)[W

′]) > α(GCR(n,c)[W
′]). In other words, with

coded gradients from any workers, we can expect that FR can
recover more gradients than CR.

VI. HYBRID REPETITION

From the analysis above, we can see that FR limits the
flexible choices of c, especially when n does not have many
factors. Meanwhile, CR can support an arbitrary value of c,
as long as c ≤ n, but the recovered gradients are proved to
be fewer than FR. Hence, in this section, we propose hybrid
repetition (HR), a new placement scheme, that enjoys both
CR’s flexibility and FR’s better recovery of gradients.

A. Intuition and a Special Case

In order to achieve the desirable properties of both FR and
CR, we need a placement scheme where the values of c can
be arbitrarily chosen, and meanwhile the tradeoff between FR
and CR can be flexibly achieved. We first present an example
of the HR scheme to demonstrate its intuition. In Fig. 5(a), we
illustrate an example of the FR scheme with n = 4 and c = 2,
where the 4 workers are split into 2 groups, and the 4 dataset
partitions are also split disjointedly into the 2 groups. If we
look at such two groups, we can see that the placement of the
two dataset partitions can also be considered as a special case
of the CR scheme with n = c = 2. As shown in Fig. 5(b), the
placement of dataset partitions in the two groups follows the CR



scheme. As we only change the sequences of dataset partitions
on all workers, the conflict graphs of the two placements are
also the same.

D1 D1 D3 D3 D1 D2 D3 D4

D4D2 D2 D4 D3D2 D1 D4

W1 W2 W3 W4 W1 W2 W3 W4
(a) fractional repetition (c=2) (b) hybrid repetition (c=2)

Group 1 Group 2 Group 1 Group 2

Fig. 5: Examples of hybrid repetition.

Following this intuition, we first present a special case of
the HR scheme. Given n and c, we assume that there exists
an integer g such that g|n, and the n workers are equally split
into g groups. The n dataset partitions are also equally split
into the g groups. In each group, we disjointly place n0 = n/g
dataset partitions where each worker stores c dataset partitions,
following the CR scheme, as shown in Fig. 6. The example
above corresponds to the case with g = 2. In this way, the
conflicts among workers are limited within each group.

Group g
DnD(g-1)n0+1

……
D(g-1)n0+c-1

W(g-1)n0+1 Wn

Group 1

…
.

D1

Dc

Dn0…
.

Dc-1

…
.

…
.

D(g-1)n0+c

… … 

W1 Wn0

Fig. 6: The construction of the HR scheme.

Note that the value of g does not necessarily equal c. In the
HR scheme, we assume that g ≤ n/c (since the CR scheme
requires that c ≤ n0). In general, as dataset partitions are
disjoint in different groups, the HR scheme above can be
decoded group by group, and the decoding algorithm for CR
can be applied in each group.

As a special case, by Theorem 5 below, the decoding
algorithm can be simplified to be the same as that of FR.

Theorem 5. The conflict graph of HR is the same as GFR(n,n0)

when n0 ≤ 2c− 1.

Proof. Since the dataset partitions are disjointedly placed in
different groups, we only consider the conflict between workers
in the same group, as no workers in different groups can have
conflict. Since the dataset partitions in the same group are
placed following the CR scheme, its conflict graph is also
a circulant graph. Since each worker conflicts with 2(c − 1)
workers at most, when 2(c−1)+1 ≥ n0, each pair of workers
has a conflict. In other words, the conflict graph in each group
is a complete graph, and the conflict graph of all workers
becomes the same as that of an FR scheme where c = n0.

Moreover, when g = 1, we can also see from the construction
above becomes the same as CR. In fact, FR and CR are just
two extreme points in a spectrum of the placement of HR.
Below we further generalize HR which eventually achieves the
tradeoff between FR and CR.

B. Generalization

To generalize the placement above, we still assume that the
values of n and c are given, and there exists a positive integer
g such that g|n. The n workers are equally split into such g
groups. We illustrate the general construction in Fig. 7. We
denote the construction above as HR(n, n0, 0), as a special
case of the following general construction HR(n, c1, c2) where
c1 = n0 and c2 = 0.
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Fig. 7: An illustration of the general HR scheme.

As shown in Fig. 7, the placement in the general HR scheme
has two parts. The upper part is a placement of HR(n, n0, 0),
and the lower part is a placement of the CR scheme with
the given n and c. The actual placement of a HR(n, c1, c2)
placement is then a combination of such two parts, by choosing
the bottom c1 rows in HR(n, n0, 0) and the top c2 rows in the
CR scheme, where c1 + c2 = c. Since the placement becomes
a CR scheme when c1 = 0, we assume c1 > 0 below.

In particular, we can also prove that when n0 = c,
HR(n, c, 0) is equivalent to HR(n, c− 1, 1). From Fig. 7, we
can see that the first rows in the upper part and the lower part
are both from 1 to n. From HR(n, c, 0) to HR(n, c − 1, 1),
we remove the first row in the upper part and add the first
row in the lower part, and thus it does not change the dataset
partitions on each worker.

Theorem 6 below gives the range of n0 in HR. With its
help, we can further show in Theorem 7 that HR achieves a
tradeoff between the special case above and CR.
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Fig. 8: An illustration of placement in a group with HR.

Theorem 6. In HR(n, c1, c2), c ≤ n0 ≤ 2c− 1.

Proof. In order to guarantee that all workers in the same group
conflict with each other, the values of c, c1, and n0 should be



chosen such that c+ c1 ≥ n0. To prove this property, we only
need to take a look at the placement of any group, thanks to
the symmetry in the HR scheme. Without loss of generality,
we consider the first group in Fig. 8. For convenience, we
only show the subscripts of the dataset partitions, e.g., i in
Fig. 8 denotes the dataset partition Di. We can see that each
entry may conflict with entries on the same anti-diagonal.
Moreover, for entries between 1 and n, the entries that have
a conflict can go up from the right end back to the left end.
However, for other entries above n, they only appear in the
lower part corresponding to the CR scheme. Therefore, from
W1 to Wn0−c2+1, there are c1 + c2 − 1 = c− 1 workers that
have conflicts on its left, and the same number of workers on its
right. However, other workers have fewer workers conflicting
on its right. In the worst case, which is Wn0 , it only has c1
workers conflicting on its right. Hence, in each group, each
worker has at least c+c1−1 conflicting workers, so n0 ≤ c+c1.

Since c > c1, we can further have c > c1 ≥ n0 − c, and
hence n0 < 2c. Since n0 ≤ 2c− 1, each worker conflicts with
all other workers in the HR scheme (when c1 > 0). Also, as
c1 ≤ n0 in the upper part of the placement, we now get the
valid range of n0 as c ≤ n0 ≤ 2c− 1.

Theorem 7. EHR(n,c,0) ⊆ EHR(n,c−1,1) ⊆ · · · ⊆
EHR(n,n0−c,2c−n0)

Proof. As all workers in the same group are conflicting with
each other, we only need to analyze the conflict between
workers in different groups, which we name as outside
neighbors. Since g ≥ c, if two workers are not in the two
neighboring groups, they are not conflicting, as any dataset
partition may only have its replication at most c− 1 workers
away. Without loss of generality, we take a look at the first
two groups in Fig. 9.
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Fig. 9: An illustration of the conflict between two nearby
groups.
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Fig. 10: The intuition of the function of outside neighbors.

First, we consider the outside neighbors on the right of a
group and look at the outside neighbors of workers of Group
1 in Group 2. We can see that in Group 2, workers between
Wn0+1 and Wn0+c1+1 conflict with the c2− 1 workers on the
right in Group 1. Furthermore, workers between Wn0+c1+1 and
Wn0+c−1 have their numbers of outside neighbors decreasing
from c2 − 1 to 1.

On the other hand, we consider the outside neighbors on
the left of a group, and hence we look at workers in Group 1
as outside neighbors of workers in Group 2. Looking at the
bottom dataset partition between Wn0

and Wn0−c2+2, we can
see their replicas can reach at most c− 1 workers on the right,
and hence the number of outside neighbors decreases from
c− 1 to c− 1− (c2 − 1) = c− c2.

We show the number of outside neighbors as a function of
workers in Fig. 10. With a fixed c, we can move the HR schemes
between HR(n, c, 0) and HR(n, n0−c, 2c−n0) which becomes
HR(n, 0, c) when n0 = c. When we decrease the value of c1
(and increase the value of c2 simultaneously), we can see how
the two parts of the functions change in Fig. 10, and thus all
edges in the conflict graph of HR(n, c1, c2) are also edges in the
conflict graph of HR(n, c1−1, c2+1), i.e., the conflict graph of
HR(n, c1, c2) is a subgraph of HR(n, c1−1, c2+1). Therefore,
EHR(n,c,0) ⊆ EHR(n,c−1,1) ⊆ · · · ⊆ EHR(n,n0−c,2c−n0).

When n0 = c, we have EFR(n,c) = EHR(n,c,0)⊆ · · · ⊆
EHR(n,0,c) = ECR(n,c). Hence, HR can be seen as a general-
ization of FR and CR and achieve a tradeoff between them.

C. Decoding

When c2 = 0, the conflict graph of the HR scheme is the
same as the FR scheme with c = g. Hence, it can be decoded
with the same algorithm. We now consider the decoding
algorithm when c2 > 0, which can be modified from Alg. 2.

Algorithm 3 Decode() function for the HR scheme.

1: I = ∅
2: Let i be a random integer, i ∈ [0, g − 1], such that Ii =
W ′ ∩ {in0 + j|j = 1, . . . , n0} is not an empty set

3: for all i ∈ Ii do
4: I ′ = {i}
5: i0 = i
6: while j = 1, . . . , n− 1 do
7: next = (i0 + j − 1) mod +1
8: if next ∈W ′ and (not CONFLICT(i0, next)) and (not

CONFLICT(next, i)) then
9: i0 = next

10: I = I ∪ {next}
11: end if
12: end while
13: if |I ′| > |I| then
14: I = I ′

15: end if
16: end for



Algorithm 4 CONFLICT(i1, i2) function for the HR scheme.

1: g1 = b i1n0
c, g2 = b i2n0

c
2: if g1 = g2 then
3: return True
4: end if
5: if (g2 − g1) mod g = 1 then
6: j1 = i1 mod n0
7: if (j1 ≥ n0 − c2 + 1) and ((i2 − i1) mod n < c) then
8: return True
9: end if

10: end if
11: return False

Compared to Alg. 2, the decoding algorithm for HR in
Alg. 3 mainly has two differences. First, instead of starting the
greedy search from at most c vertices, we can easily limit the
starting vertices within any single group (Line 3 in Alg. 2 and
Line 2-3 in Alg. 3). We show in Theorem 8 that a maximum
independent set can be found that covers at least one such
vertex in such a group.

Theorem 8. ∀u ∈ [1, n], defining Ŵ as the set of workers
in W ′ that are in the same group, there exists a maximum
independent set covering at least one of such vertices in Ŵ .

Proof. We assume that there only exist maximum independent
sets without covering any vertex in Ŵ . We use the same
technique used in the proof of Theorem 3. Given any one of
such maximum independent sets, we can find the two nearest
vertices on the two sides of vertices in Ŵ , and we can remove
one of such vertices from the maximum independent set and
add the vertex that is nearest to it in Ŵ . Hence, we build a
maximum independent set that covers one vertex in Ŵ .

Second, in the greedy search, the criteria of conflict is not
just depending on the distance (Line 8 in Alg. 2 and Alg. 3).
The new criteria is defined in Alg. 4. Specifically, conflict
exists if two workers are in the same group, Moreover, when
they are in two nearby groups, there also exists conflict if a
worker has the same gradients as those on the other group. For
example, in Fig. 7, D1 appears in both Group 1 and Group n.
Theorem 9 demonstrates that Alg. 3 can always find a maximal
independent set. Similar to Alg. 2, as long as i in Line 3 is
randomly permutated, gradients on each worker have an equal
chance to be added into ĝ.

Theorem 9. A maximal independent set can be found by a
greedy algorithm in Alg. 3 and Alg. 4.

Proof. We still prove that if a maximal independent set exists,
we can use a greedy algorithm to find the same one or another
maximal independent set of larger size starting from any vertex
in the original one. The proof is based on an observation:
given two vertices u and v in W ′, if u proceeds v in the
clockwise direction, there exists no vertex w such that u and
w are conflicting but v and w are not.

Assume if w exists, we consider if w is in the same group
of u. If so, there exists no such a vertex v as all vertices in
the same group conflict with each other. Otherwise, we can
see, from Fig. 8, that there are only the c2 − 1 workers on
the right that can conflict with workers in the next group, as
c2 − 1 < c ≤ g, and thus w must be in the next group in the
clockwise direction. We can also see that the dataset partitions
that may cause conflicts come from the bottom right corner
in Fig. 8, which is a part of the CR scheme. Therefore, if
w and u are conflicting, w and v must also be conflicting.
Summarizing the two cases above, such a vertex w does not
exist. We then can extend Alg. 2 as the decoding algorithm for
the HR scheme, by only making two changes. First, in Line 3,
the greedy searches should start from all vertices in W ′ that
are in the same random group. Second, in Line 8, the conflict
between i0 and next and the conflict between next and i
should be identified differently, where the CONFLICT(i1, i2)
function returns true if i1 and i2 are conflicting.

VII. THEORETICAL ANALYSIS

In this section, we theoretically analyze the performance of
IS-GC. We first discuss the performance of decoding of IS-GC
on FR and CR, in terms of the recovered gradients, and then
analyze the convergence property of IS-GC.

A. Recovered Gradients

To analyze the performance of decoding, we consider a
question: what is the worst-case and best-case performance of
decoding when there are s stragglers? For convenience, we
define w = n − s, i.e., the number of available workers, or
|W ′|. Given w workers in W ′, we aim to find the upper and
lower bounds of α(G[W ′]). It is interesting to find that FR,
CR, and HR share the same bounds despite their different
placement and decoding algorithms.

Theorem 10. α(G[W ′]) ≥ min(dwc e, b
n
c c).

Proof. The value of α(G[W ′]) depends on the conflict among
workers. The conflict in FR is simple. Two workers are in
conflict if they are from the same group. With a general w,
the worst case of α(G[W ′]) should be obtained when the w
workers come from as few groups as possible, which is dwc e.
As c|n in the FR scheme, dwc e ≤

n
c = bnc c.

As for CR, there are no such obvious “groups” due to the
round-robin placement of dataset partitions. However, we can
still see that the worst case is when all workers in W ′ are
consecutive. Given w such consecutive workers, the first worker
will rule out the next c − 1 workers, the (c + 1)-th worker
will also rule out the next c− 1 ones, etc. Therefore, we can
also have at least dnc e workers in I . Moreover, as CR does not
require c|n, at most bnc c workers can have no conflict with
each other.

Finally, as the conflict in HR is between FR and CR, its
α(G[W ′]) has the same lower bound when FR and CR have
the same lower bound.

Theorem 11. α(G[W ′]) ≤ min(w, bnc c).



Proof. In FR and CR, the best case of α(G[W ′]) corresponds
to the case when all workers have conflict as least as possible,
or no conflict at all. Similar to the proof of Theorem 10, when
w ≤ bnc c, the w workers may have no conflict at all, either
in different groups in FR, or being far away from each other
in CR. All the w workers can then be in I , i.e., α(G[W ′]) =
w. When there are more workers, α(G[W ′]) is again limited
to the maximum number of workers that can be in I , i.e.,
α(G[W ′]) ≤ bnc c. Again, as FR and CR have the same upper
bound, the upper bound of HR is also the same.

B. Convergence Analysis

To obtain the convergence property in IS-GC, we make the
following assumptions for its loss function f(β;x, y).

Assumption 1. ∇f(β;x, y) is L-Lipschitz continuous such
that with L > 0 we have ||∇f(β1;x, y) −∇f(β2;x, y)||2 ≤
L||β1 − β2||2,∀β1, β2 ∈ Rp.

As stragglers may differ from step to step, α(G[W ′]) may
also vary in different steps. Hence, we define D

(t)
d as the

samples involved in the gradients after decoding in the t-th
step, such that |D(t)

d | = α(G[W ′]) · cdn .

Assumption 2. The decoded gradients are an unbiased
estimate of the true gradients: E

D
(t)
d

[g(βk, D
(t)
d )] =

1

|D(t)
d |

∑
i∈D(t)

d

∇f(β(k);xi, yi) =
1
d

∑d
i=1∇f(β(k);xi, yi) =

∇f(β(k)).

As FR and CR both guarantee that all data samples have the
same probability in the decoded gradients. Therefore, IS-GC
conforms to this assumption.

Assumption 3. We assume that the variance of the gradi-
ents joining the model update has an upper bound. Thus,
E
D

(t)
d

[||g(β(t), D
(t)
d )||2] ≤ σ2.

We now prove that the model will converge with IS-GC.

Theorem 12. In IS-GC, we have E
D

(t)
d

[f(β(t+1))] ≤ f(β(t))−

η|D(t)
d |||∇f(β(t))||2 + Lη2σ2|D(t)

d |
2

2 .

Proof sketch. By Assumption 1, ||∇f(β
(t+1))−∇f(β(t))||2
β(t+1)−β(t)||2

≤ L.
In other words, ∇2f(β(t)) ≤ L. By Taylor series, we can find
that f(β(t+1))−f(β(t)) ≤ f (1)(wk)||wk+1−wk||+L

2 ||w
k+1−

wk||2. We then take the expectation for the formula above. After
that, replace wk+1−wk with the update rule in the expectation
formula. After replacing some terms based on the corresponding
assumptions, we can find that E

D
(t)
d

[f(β(t+1))] ≤ f(β(t)) −

η|D(t)
d |||∇f(β(t))||2 + Lη2σ2|D(t)

d |
2

2 .

We have already shown that D(t)
d is bounded in Sec. VII-A.

Hence, Theorem 12 implies that when the learning rate η is
small enough, the perturbation from Lη2σ2|D(t)

d |2 does not
affect the convergence.

VIII. EVALUATION

A. Implementation
We implement IS-GC using Ray, a distributed computing

framework for AI applications [33]. On each worker, we
maintain multiple copies of the same model for its different
dataset partitions. In each step, a worker loads a mini-batch
from each dataset partition and uses it to train the model. We
carefully control all random seeds so that data in each batch are
always the same in the same dataset partition. Afterwards, we
can get gradients from the optimizer and encode gradients of
all copies of the model with the corresponding coding scheme.
All workers then send coded gradients to a master. The master
receives coded gradients from w fastest workers (using the
ray.wait() function). After decoding, the master will broadcast
decoded gradients to all workers, which will be used to update
the parameters of all copies of the model.

We also implement GC with FR and CR. With c given, GC
only tolerates c − 1 stragglers, i.e., the master must receive
gradients from w = n − c + 1 fastest workers. When c = 1,
the three placement schemes become the same where the n
dataset partitions are simply placed on n workers. GC, in this
case, becomes synchronous SGD. Similarly, IS-GC becomes
IS-SGD when c = 1. We also use the same random seeds in
different schemes so that the same values of parameters are
initialized in the model to make the comparisons fair.

B. Simulation
We first run a workload of training ResNet-18 on the

ImageNet dataset on a local HPC with 24 workers, with 64
as the batch size. We focus on the performance of tolerating
stragglers in the training. Hence, we simulate stragglers by
adding an arbitrary delay before sending (coded) gradients
to the master from 12 or 24 workers. The delay is generated
randomly following an exponential distribution, based on the
measurements from real cloud workloads [1], [2].

We present the average time per step in Fig. 11. We set
c = 2 in GC and IS-GC, and thus GC can only tolerate one
straggler. When the expected delay is 1.5 seconds, we can see
in Fig. 11(a) that synchronous SGD and GC suffer significantly
from such stragglers. Even worse, GC consumes much more
time than synchronous SGD due to a higher c. On the other
hand, IS-GC consumes significantly less time per step thanks
to its flexibility in the values of w, by up to 74.9%.

It is not surprising to see that the average time per step with
IS-GC is higher than IS-SGD, because of its higher value of c.
However, when we increase the expected delay to 3 seconds
in Fig. 11(b), we can see that the difference can be reduced
to less than 10%, showing that the overhead is marginal when
workers are more straggling. Although a higher c does not help
save the per-step time, it does help make the training faster
with fewer steps before convergence, which will be shown
in the experiments below. Similarly, FR and CR in IS-GC
also have very similar per-step time as their workloads are
very similar on each worker besides the different placement of
dataset partitions. Hence, we omit HR and leave the comparison
to Sec. VIII-C as well.
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Fig. 11: Average time per step of training ResNet-18 on
ImageNet.

C. Experiments in the Cloud

We train a ResNet-18 using CIFAR-10 on Google Cloud.
Before each experiment, we launch a Ray cluster on n + 1
virtual machines of type n1-standard-4 with NVIDIA Tesla
P100 GPUs, where n is the number of workers. We choose 128
as the batch size, 0.006 as the learning rate, and n = 4. The
optimizer is torch.optim.SGD. We train the model until the
training loss reaches a given threshold. In Fig. 12, we present
performance comparisons in training with different values of
w. The data presented is the average result of 10 trials.
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Fig. 12: Performance comparisons of training ResNet-18 on
CIFAR-10.

Percentage of gradients recovered. Synchronous SGD and
GC achieve fully recover of the gradients over all samples
in the mini-batches, so we use the number of samples as
the baseline and compare the percentage of samples in the
recovered gradients in IS-GC and IS-SGD. In Fig. 12(a), we
can see that with the increase of w, all schemes can recover
more gradients with more samples, i.e., more gradients are
recovered. However, with a higher value of c, IS-GC can
recover more samples in the gradients. When w = 3, IS-GC
can fully recover gradients, the same as GC. When w = 2, GC
cannot work but IS-GC can still recover gradients from up to
99.6% of samples, which is even higher than expected thanks
to an enduring straggler. We can also observe that FR can
recover gradients better than CR when w = 2. When w = 1,
FR is equivalent to CR as gradients are from one worker only.
When w = 3, both FR and CR can fully recover the gradients.
Number of steps. Based on the results above, we can further
observe in Fig. 12(b) that IS-GC can save the number of steps
needed to train the models. When gradients are fully recovered,
the minimum number of steps is achieved as 146. While the
number of steps increases with the decrease of w, IS-GC can
save the number of training steps by up to 37.1% with each
value of w. Meanwhile, FR also outperforms CR when w = 2,
thanks to its better recovery of gradients.
Average time per step. It is not surprising to see in Fig. 12(c)
that the average time per step in IS-GC is higher than IS-
SGD with different values of w, because of different values of
c. However, IS-GC does not increase the time by c times.
Therefore, we infer that most time is spent on uploading
gradients to the master in this experiment, and hence stragglers
are more likely to be caused by communication. Eventually,
the saving of training steps compensates for the additional time
incurred by IS-GC in each step, as illustrated in Fig. 12(d).
Training time. Finally, we observe in Fig. 12(d) that with the
same values of w, IS-GC takes significantly less time than
IS-SGD. The lowest training time is achieved when w = 2.
With a higher w, the saving of time becomes less significant
because fewer stragglers can be tolerated and IS-GC needs to
spend more time at each step. When w is lower, the higher
number of steps needed outweighs the saved time in each step.
Moreover, we can see that FR finishes training more quickly
than CR when w = 2, as expected from the analysis above.
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Fig. 13: Tradeoffs of gradients and losses achieved by HR.

Tradeoffs in HR. From the results above, we can see that FR
recovers gradients better than CR when w = 2 in Fig. 12(a).
Correspondingly, FR lowers the training time by 22.0% when



w = 2 in Fig. 12(d). We now more carefully study how HR
achieves a tradeoff between them. In Fig. 13, we choose c = 4
and g = 2, and construct HR(8, c1, 4− c1), where 0 ≤ c1 ≤ 3.
When c1 = 0, the HR scheme becomes a CR scheme. The
placement when c1 = 3 is the same as c1 = 4, which is
also the same as FR. We train the ResNet-18 on CIFAR-
10 with n = 8 workers, by choosing the learning rate as
0.001 and the batch size as 128. We can see in Fig. 13 that
in terms of both the number of recovered gradients and the
accuracy, HR generalizes over FR and CR and achieves a
tradeoff between them. Specifically, Fig. 13(a) shows a more
clear trend that more gradients are recovered when c1 increases.
We further look at the corresponding training losses with w = 2
in Fig. 13(b). By comparing the training losses at different
steps, we can further confirm that more gradients recovered
help improve the progress of training.

IX. CONCLUSION

In this paper, we present IS-GC for mitigating stragglers
in distributed training with gradient methods. Compared to
existing schemes including GC and IS-SGD, IS-GC achieves
their advantages at the same time, by tolerating more stragglers
flexibly and recovering more gradients. We apply IS-GC on
two existing placement schemes, FR and CR. We then further
design HR, a more generalized placement scheme that achieves
a flexible tradeoff between FR and CR.
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